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A measure of the mixture reactivity and diffusivity

An important fundamental parameter

• Turbulent combustion models
• Multi-zone internal combustion engine model
• Reaction model development
• Reaction model validation
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Typical results

CH4-air 1-pentanol-air

encountered. Under such conditions and through the processes of
heat and mass transport, more complicated interactions are
established between various species, and different pathways could
emerge as being important. Furthermore, in addition to kinetics
results that may be obtained from laminar flames, these data also
contain information on the transport processes that could intro-
duce additional uncertainties.

Studies using laminar flames are also particularly effective for
premixed flames because of the well-defined nature of the reactant
concentrations in the freestream mixture. The prevailing low-
dimensional premixed flames that are used at present include the
steady burner-stabilized flames, the steady stagnation-type flames,
and the unsteady spherically expanding flames. The type of data
obtained in these configurations depends on the thermodynamic
pressure, with species concentration profiles limited to low pres-
sures, and laminar flame speeds, Sou, over a broad range of pres-
sures. For intermediate pressures, data on ignition and flame
extinction can be obtained as well. The sensitivity of such flame
data to kinetics is notably lower than those obtained in homoge-
neous reactors. More specifically, the logarithmic sensitivity co-
efficients, defined as dln(Y)/dln(A) [12], where Y is a flame-
dependent property and A the pre-exponential factor of an
elementary reaction, are typically in the order of unity or less [13];
results obtained in homogeneous reactors exhibit sensitivities that
are also of the order of unity or less [14]. The relatively low sensi-
tivity of flame properties to kinetics implies that if flame data are
used for validation purposes, they must be of high quality because
even a few percent error would require modifications of rate con-
stants so large that they frequently exceed their respective uncer-
tainty bounds. It is noted that while such an approach is not
recommended for model development [14e17], nevertheless it has
been used, resulting in the proliferation of inadequate models, with
data of poor quality frequently contributing to the inadequacies.
Considered together, species-specific concentration profiles pro-
vide more stringent targets for the models because different pro-
files can be sensitive to different reactions.

The efficiency of simulating the experimental data is equally
important for kinetic model validation. While modeling time-
dependent homogeneous reaction systems is rather computation-
ally efficient, this is not the case for laminar flames. The challenges
of flame modeling are large kinetic models, tight transport and
kinetic coupling, large heat release, flow and pressure coupling,
large disparity in reaction/species and acoustic timescales, and
steep gradients of temperature and concentration profiles.

The foundation of today’s approach in modeling laminar flames
was established by DixoneLewis [18,19], who solved the conser-
vation equations of energy and species to model freely propagating
H2/O2/N2 flames using a detailed 14-step kinetic model. Through
comparison with Sou data and analysis of the computed flame
structure, insight into the controlling kinetic mechanisms was ob-
tained. This work was subsequently extended to more complex fuel
molecules, with notable contributions by Warnatz [20,21], West-
brook and Dryer [22], Cathonnet et al. [23], and Miller et al. [24].

A major advance in flame modeling was the development in the
early to mid 1980’s of the user-friendly CHEMKIN-based [12,25e
28] software, which revolutionized the modeling of a variety of
flame experiments using detailed compilation of molecular trans-
port and chemical kinetics. It is of interest to note that even 30
years after its release, the community is still using it extensively in
its original [12,25e28] and upgraded [29] versions. In particular,
the flame codes included in the CHEMKIN environment [12,27] are
routinely used in studies of all the flames considered herein: one-
dimensional freely propagating and burner-stabilized flames,
spherically expanding flames, and premixed and diffusion
stagnation-type flames [30e38]. In addition, the CHEMKIN

environment was improved further through the development of
the open-source object-oriented CANTERA software [39].

In the following sections, the general aspects of the classes of
flames mentioned above will be outlined, and the current methods
of modeling them will be reviewed and evaluated. The sources of
uncertainties/errors will be discussed and analyzed. Recommen-
dations will be given towards the reduction of experimental un-
certainty/errors that could propagate into detailed kinetic models
and eventually large-scale simulations of practical devices upon
model reduction. Given the importance of the speciation and Sou
data obtained in low- and high-pressure flames, respectively, in the
validation of kinetic models, this review is focusing mostly on
premixed flames, although references to non-premixed flames are
made as well.

2. General aspects of laminar flames

In the long course of combustion research, laminar flames have
been used extensively to understand the controlling physics of a
variety of phenomena that may not be accessible under turbulent
conditions. For example, the first paper published in the Pro-
ceedings of the First Combustion Symposium was a theoretical
analysis of the diffusion flame by Burke and Schumann [40].

Premixed Bunsen flames were very popular during the early
periods of combustion research given their simplicity and well-
defined structure. However, in the last thirty years it has been
realized that the structure of a Bunsen flame is controlled by rather
complicated physics: from the burner base where it is stabilized, to
its main surface that is negatively stretched, and to its tip where
strong curvature is present [41e43]. Nevertheless, Bunsen flames
have been continuously adopted to measure Sou [44e47], frequently
without eliminating stretch effects from the raw measurements.
Furthermore, the flames can exhibit strong instabilities for mix-
tures with small and large Lewis numbers, Le.

While the dynamics of the Bunsen flame amplifies the issue of
complex physics that could be present in laminar flames, similar
complications exist for other experimental configurations such as
flames stabilized by heat loss on porous surfaces, flames propa-
gating in tubes, and spherically expanding flames. The effects of
complex physics that are not accounted for in the experiments can
be represented by the variation of the maximum Sou of CH4/air
mixtures under standard conditions as measured by different
research groups and at different times [10], as shown in Fig. 2. The

Fig. 2. Variation of measured maximum laminar flame speeds of CH4/air mixtures at
standard conditions as a function of year of publication, taken from Ref. [10].

F.N. Egolfopoulos et al. / Progress in Energy and Combustion Science 43 (2014) 36e6738

D. Nativel et al. / Combustion and Flame 166 (2016) 1–18 7 

Fig. 7. Evolution of the radiation correction estimated according to Yu et al. [26] for 
(a) 1-pentanol/air mixtures and (b) iso -pentanol/air mixtures. The initial pressure 
was equal to 1 bar. 

Fig. 8. Comparison between different extrapolation methods [32] of the laminar 
flame speeds measured in this study for 1-pentanol/air mixtures at T u = 433 K and 
P = 1 bar. 

Fig. 9. Repeatability test for the unstretched laminar flame speed measurement for 
stoichiometric 1-pentanol/air mixtures for an initial temperature around 423 K and 
P = 1 bar. 

Fig. 10. a) Evolution of the laminar flame speed versus the equivalence ratio for 
1-pentanol/air and iso -pentanol/air mixtures and b) dependence of the exponent α
on the equivalence ratio from experimental results. 
found to be equal to 1.755 which is equal to the one derived when 
only 3 temperatures were used over the same interval. 

Figure 12 shows the Markstein lengths L u versus the equiva- 
lence ratio, where L u = σ b L b . Figures 12 a and 12 b compare the 
Markstein length at three different initial temperatures for iso- 
pentanol/air and 1-pentanol/air mixtures, respectively. For all con- 
sidered conditions, L u is positive indicating that the flame is stable 
over the entire equivalence ratio domain. Moreover, the temper- 
ature dependence can be noticed for both mixtures: L u increases 
with increasing temperature. The same trend was also observed by 

Egolfopoulos et al. Nativel et al.

Significant improvement since ∼2000

Discrepancies remain
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Measurement Techniques

Counter flow Heat flux burner Expanding flame

axial velocity, u, at the burner nozzle exit. Such a stagnation flow
can be established either in the forward stagnation region of a
porous cylinder by flowing a jet against a liquid or solid surface, or
by two counterflowing jets. Depending on the nature of the re-
actants in the two streams, the resulting flame can be either pre-
mixed or non-premixed.

After the innovations by several investigators in the 1950’s
through the 1970’s [207e209,211,212,214,216e220], many re-
searchers have contributed by investigating and improving the
counterflow configuration, as extensively reviewed before.

During the 1980’s, Law et al. [63,221,222] proposed using the
stagnation flame to determine Sou. The main idea is that by coun-
terflowing two jets with the same chemical composition, two
steady, laminar, planar flames can be established that are also near-
adiabatic as there is no downstream conductive heat loss due to
symmetry, with the only loss being the inherent thermal radiation,
which is small. Thus, the only external flow effect is that of flame
stretch [49], which can be quantified systematically and eventually
extracted out.

A picture and schematic of two symmetric (twin) flames
resulting from counterflowing two jets with the same chemical
composition are shown in Fig. 11. If all assumptions regarding this
configuration are met, then it can be shown that the flames are
quasi-one-dimensional near the centerline so that all properties
depend only on the axial coordinate, with the exception of the
radial velocity, v, that varies linearly with the radius, with a slope
dv/dr that depends only on the axial coordinate [27]. The effect of
the flow on the flames is manifested by the imposed stretch, K,
defined by Williams [49]. For an ideal stagnation flow, K de-
generates to the strain rate that is equal to the magnitude of the
local radial velocity gradient dv/dr, which in turn is related through
mass continuity to the axial velocity gradient du/dx [41,49,223].

Fig.12 depicts variation of the axial velocity along the stagnation
streamline and three distinct regions can be identified. Between the
burner nozzle exit and the upstream boundary of the preheat zone
is the hydrodynamic zone, within which the flow decelerates.
Subsequently, the flow accelerates within the flame zone due to
thermal expansion and then decelerates again in the postflame
equilibrium zone to attain vanishing velocity at the stagnation
plane. It is apparent that K and u vary throughout the flame zone.
There are two quantities that can be experimentally measured,
namely the maximum magnitude of du/dx in the hydrodynamic
zone and a minimum velocity (umin), both are just upstream of the
flame and are defined as K and a reference flame speed, Su,ref,
respectively for a given mixture equivalence ratio, f. It is noted that
K is a scale that can be measured experimentally and that the strain

rate distribution within the flame zone scales with K. Furthermore,
Su,ref at the minimum velocity point is just used for experimental
convenience and should be distinguished from the actually
stretched flame speed, Su, which would be ideally the propagation
speed of a stretched flame at the location where the temperature
starts rising. As discussed below, Su,ref scales with Su but is also
affected by thermal expansion and as a result the temperature at
the location where Su,ref is measured is higher than the unburned
one, Tu, and increases with K [224,225].

Thus, by increasing the flow rates from the burners, the varia-
tion of Su,ref vs. K can be determined experimentally as shown by
the symbols in Fig. 13a. Law et al. [63,221,222] proposed that if the
Karlovitz number Ka << 1, then Sou can be determined through the
linear extrapolation of Su,ref to K ¼ 0, as shown in Fig. 13a; where
Ka h K D/(Sou)

2 and D is a characteristic mixture diffusivity [49,50].
Achieving Ka << 1 requires that the flame is stabilized at low flow
rates, which is not always possible. As the flow rate decreases, the
boundary layer thickness at the burner nozzle exit increases and
the radial pressure gradients can overwhelm the inertia force of the
flow. As a result, the premixed flame can develop a local trough at
the centerline and two local peaks midway between the centerline
and the nozzle wall where the velocity has to be zero [226]; the
measurement ceases to be meaningful as the flame surface is

Fig. 11. Twin stagnation flames: (left) picture; (right) schematic.

Fig. 12. Axial velocity profile along the stagnation streamline and definition of the
strain rate and reference flame speed.

F.N. Egolfopoulos et al. / Progress in Energy and Combustion Science 43 (2014) 36e67 49

evaporator principle is seized up and improved by means of design
criteria and parametric study. Subsequently, the test bench enables
the measurement of highly accurate, quasi-adiabatic laminar flame
velocities of liquid fuels. Of particular interest in the design of combus-
tion processes, however, is the burning velocity of ignitable mixtures.
The laminar flame velocity cannot be measured directly but is derived
using measurable characteristics of the kinematic equilibrium.

2. Experimental and evaporator design

2.1. Heat flux burner principle

The idea of the heat flux method is the creation of quasi-adiabatic
conditions by compensating the heat loss at the burner grid, which is
achieved by heating the unburned gas when passing through the 2
high brass outlet grid (Fig. 1) that stabilizes the flame [1,15].

The heat loss which is necessary to stabilize the flame is compen-
sated and simultaneously a stabilized adiabatic flame is achieved. The
heating is realized by a selective conditioning of the double-walled
burner outlet ring, which is mounted around the burner grid and
insulates the burner body by a ceramic ring (Fig. 2).

In general, for circular flow cross-sections a parabolic velocity and
temperature profile can be assumed, according to the equation of
Hagen–Poiseuille:

uflow ¼ umax 1− r2

R2

" #
: ð2Þ

If the pipe radius R decreases, the flow resistance increases, and a
decrease in the flow velocity is the consequence. A parabolic velocity
profile after Hagen–Poiseuille for each of these holes can be assumed.
The burner grid with circular holes homogenizes the flow velocity.
Therefore, the formation of a constant 1-dimensional velocity profile
as a simplification for the calculation of sL is achieved. This also
provides the main advantage of the heat flux method, which is seen
to represent the most accurate method for measuring the laminar
burning velocity at ambient pressure and thus burning velocities
also for modern biofuels and other surrogate mixtures.

The air–fuel mixture enters the mixing chamber of the burner
through a tube, which is mounted on the burner bottom. After the
opening a perforated panel is applied in the plenum chamber to
tumble the mixture. Finally, a flow cone accelerates the gas. This com-
bination of negative and positive acceleration has been chosen in
order to provide an approximately uniform flow profile at the burner
grid [11]. The burner grid itself represents a flow resistance, which
homogenizes smaller deviations. A stable flame on the lattice causes
a large pressure drop, which ensures a flat flow profile for a wide
range of velocities. However, van Maaren and de Goey have already
demonstrated that at the edge of the grid variations may occur. By
means of their studies [11,17] using laser Doppler velocimetry
(LDV) the 1-dimensional area in which the flame is actually flat

could be determined. A typical value for this is considered to be the
area of 10 mm radial distance from the center of the burner plate.

The burner outlet element of the plenum chamber must fulfill
several requirements. First, the holes must be sufficiently small so that
an even flow can be achieved. Thereby the flame works as a pressure
reducer. The optimal grid hole diameter is depending on the outflow
velocity and already scaled for typical burning velocities. At high rates
a critical threshold exists, so that the maximum hole diameter corre-
sponds to the maximum firing rate. Bosschaart and de Goey described
this by a detailed numerical method in Ref. [15]. As a result, for burning
velocities in the range of 10 to 70 cm/s a hole diameter of 0.5 mm is
found to be small enough. For the detection of the outlet grid tempera-
ture profile thermocouples (type T) are used. These are mounted in
cylinderswhich are fixed into the holes of the burner grid. The distribu-
tion of the thermocouples over the grid follows a specific pattern. Due
to the fact that all thermocouple mounting cylinders have the same
dimensions, it is ensured that the thermocouples are set to equal height,
which can exclude inaccuracy due to incorrect installation.

2.2. Commercial evaporation systems

The task of the evaporation unit is to provide the heat flux burner
with a precise and constant ignitable air–fuel mixture. Analogous to
the mixture preparation in an automotive gasoline engine here is
the need for a homogeneous air–fuel mixture available in the gaseous
state and within the flammability limits.

To achieve the desired evaporation of gasoline and alternative fuels
a commercial solution concept already exists. The system consists of a
controlled evaporator mixer (CEM) and mass flow controllers (MFC).
In Refs. [2,13,14,16] this concept has already been used. For this indus-
trial solution threeMFCs are required. One of it is needed for the carrier
gas and another one for the liquid fuel. Carrier gas and liquid fuel meet
in the CEM and convert into the vapor phase. With a downstreamMFC
the fuel vapor is mixed with air in order to provide a desired air–fuel
mixture. Directly after calibration of the MFC they show uncertainties
of about 1% [2], however, after some measurements much higher inac-
curacies up to 10% for each MFC turn up which is sufficient for many
industrial tasks but not appropriate for high-precision measurements.
Another limit is the maximum evaporation temperature of 473 K. The
saturated liquid line of gasoline has its maximum at about 493 K and
some other alternative fuels may even have higher boiling points.

2.3. Novel injection evaporation system

Due to the possible uncertainty and limits of the industrial evapo-
ration systems depending on MFCs, a new experimental setup has
been developed in order to feature higher accuracy. To avoid frequent
calibration the aim was to develop an evaporator which can supply
the plenum chamber and thus the heat flux burner with a constant
mixture.Fig. 1. Heat flux principle [1,15].

a b

Fig. 2. Heat flux burner (a) and perforation pattern of the burner plate (b) [1,15].

120 T. Knorsch et al. / Fuel Processing Technology 107 (2013) 119–125

Spherically expanding flame (SEF) is widely used

Enables access to high pressure conditions
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SEF Experiments (1/5)

Typical experimental set-up at ICARE-Orleans
2824 J. Goulier et al. / Proceedings of the Combustion Institute 36 (2017) 2823–2832 
there is a clear relation between the propagation 
speed of a laminar flame front and its stretch rate, 
the acceleration mechanism of turbulent expand- 
ing flames is more complex. Several scaling laws for 
normalized turbulent flame speeds have been exper- 
imentally obtained [3,4] . In particular, in [3] , tur- 
bulent propagation speeds normalized by the lami- 
nar counterpart ( V T / V L 0 ) follow a scaling law based 
on the square root of a modified Reynolds num- 
ber, irrespective of the fuel, equivalence ratio, pres- 
sure and turbulence intensity. However, this rela- 
tion is only valid for positive Markstein lengths, 
where lean hydrogen/air mixtures present negative 
Markstein lengths. 

Most of past studies [3–14] , even for hydro- 
gen flames [15] , were performed at relatively re- 
duced scales. Chamber equivalent diameters spans 
between 58 mm [11] to 406 mm [15] with most of 
the diameters between 200 and 300 mm [5,8–10,13] . 
Several authors noticed that the turbulent burning 
velocity extracted from flame front evolutions con- 
tinually increased during the combustion process. 
Two mains reasons may be advanced. First, after its 
central ignition, the flame expands and is wrinkled 
by imposed turbulence. Its hydrodynamic scales are 
also increased. Secondly, the flame response time 
may be of the order of turbulent time scales, induc- 
ing unsteadiness in flame response. To overcome 
these limitations, the size of investigation should be 
large enough to reach a steady state. Subsequently, 
a large experimental rig has been developed with an 
internal diameter of 563 mm allowing flame visual- 
ization till a maximal radius of 70 mm. 

The present study has two major motivations. 
First, we will assess the turbulence effect on the 
propagation of expanding hydrogen/air flames in 
terms of pressure evolution and turbulent burning 
velocities. Second, we will take advantage of the 
large dimensions of the rig to investigate the flame 
response over a large flame radius domain and to 
discuss the existing scaling laws. 
2. Experimental set-up and methodology 
2.1. Experimental rig 

The experimental set-up consists of two con- 
centric stainless steel spheres. The inner combus- 
tion spherical combustion chamber has an inner di- 
ameter of 563 mm and a thickness of 42 mm. The 
outer sphere has an inner diameter of 640 mm and 
a thickness of 4 mm. A thermal fluid flows between 
the two spheres for raising the chamber temper- 
ature up to 573 K and to maintain this tempera- 
ture uniform. The chamber was tested at a maximal 
pressure of 300 bar. For this study, all experiments 
were performed at a temperature of 293 K. 

To allow optical flame visualization, the rig 
is equipped with four windows (200 mm opti- 
cal diameter) on the equatorial plane. The initial 

Fig. 1. View of the spherical bomb with its equipment 
and of the fan used in the turbulent experiments. 
temperature prior to ignition is measured via 2 ther- 
mocouples ( ±1.5 K). Fresh gases are introduced 
successively into the chamber, previously vacu- 
umed. The composition of the mixture is thus cal- 
culated knowing the partial pressure corresponding 
to each introduced gas. The residual partial pres- 
sure within the chamber after the pumping opera- 
tion is below 10 Pa. A high precision capacitance 
manometer is used with accuracy of ± 0.1 Torr. 
The maximum relative error on the mole fractions 
of hydrogen, oxygen and equivalence ratio, φ, is 
0.8%, 0.07 % and 1.8%, respectively. 

The fans are located at the vertices of a cube in- 
scribed in a sphere equivalent to the inner cham- 
ber diameter. The maximum speed for fans that can 
be achieved is 10,000 rotations per min (rpm). The 
propellers geometry was chosen according to Ravi 
et al. [9] review: a curved shape is chosen for a more 
intense turbulence while being homogeneous and 
isotropic. The propellers were 130 mm in diameter 
four-bladed (55 mm long and 40 mm wide). They 
are curved with an angle of 45 ° to the base at an an- 
gle of 30 ° at the blade tip. The blades are oriented 
to the left and the rotation is in the clockwise direc- 
tion so that the air is sucked through the propeller. 
A view of the system is given in Fig. 1. 

Two tungsten electrodes are mounted along a di- 
ameter of the sphere, in the horizontal plane. They 
are linked to a high voltage discharge in order to 
create the electric spark necessary to ignite the mix- 
ture. The electric spark is used to trigger the record- 
ing equipment (camera and oscilloscopes) in order 
to synchronize the temporal flame growth with the 
evolution of the pressure inside the bomb. Indeed, 
the temporal behavior of the induced overpressure 
following the ignition is measured with two fast 
piezoelectric pressure transducer (Kistler 6001 and 
601A models). 
2.2. Flame visualization 

The flame propagation visualization is done 
using a Schlieren imaging device (Z type) cou- 
pled with ultra-fast camera. This system is mainly 
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SEF Experiments (2/5)

H2-air mixture. Φ = 2; P = 82.4 kPa; T = 296 K

a) t = 0 ms b) t = 0.72 ms c) t = 1.52 ms d) t = 2.32 ms

e) t = 3.12 ms f) t = 3.92 ms g) t = 4.52 ms h) t = 5.12 ms
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SEF experiments (3/5)

Flame radius measurement (in-house code from
ICARE-Orleans)

8/34



SEF experiments (4/5)

Extrapolation to zero-stretch rate
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SEF experiments (5/5)

Perturbations for SEF experiments (Lipatnikov et al.)
i. Spark ignition energy (small radii)
ii. Confinement effects (large radii)
iii. Heat losses through radiation (large radii)
iv. Product density non-uniformity (small radii)
v. Compression effects (large radii)
vi. Flame instabilities (large radii)
vii. Stretch effects (all radii)

Focus on the effect of extrapolation method
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Extrapolation Models

• Linear stretch (LS): Sb = S0
b − LBκ

• Linear curvature (LC): Sb = S0
b − 2S0

bLB/Rf

• Nonlinear quasi-steady (NQ): ln (Sb) = ln (S0
b )− 2S0

bLB/ (RfSb)
• Finite thickness expression (FTE):(

Sb/S
0
b + 2δ0/Rf

)
ln
(
Sb/S

0
b + 2δ0/Rf

)
= −2

(
LB − δ0

)
/Rf

• Taylor expansion of nonlinear model (NE) about LB/Rf :

Sb/S
0
b

(
1 + 2LB/Rf + 4L2

B/R
2
f + 16L3

B/3R3
f + ...

)
= 1

• Nonlinear model with 3 fitting parameters (N3P):

Sb/S
0
b = 1− LB/Rf + C/R2

f
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Extrapolation Behavior

Chen Wu et al. (2014) Liang et al. (2016)

Therefore, accurate laminar flame speed and Markstein length can
be obtained from extrapolations based on all of these models (the
LM, NM I, and NM II). When the Lewis number is appreciably dif-
ferent from unity, Le = 2.0, the relative difference between the ex-
tracted and exact values of U0 and L can reach 3.8% and 59%,
respectively. Figure 5b shows that both U0 and L are over-predicted
by LM and NM I while they are under-predicted by NM II for
Le = 2.0. Compared to the exact values of U0 and L, the results from
extraction based on NM I are the most accurate. These results are
consistent with the conclusions on the accuracy of different mod-
els presented in the previous sub-section.

To assess the performance of different models at different Lewis
numbers, Fig. 6 shows the extracted values of U0 and L from extrac-
tions based on LM, NM I, and NM II. The relative difference be-
tween extracted and exact values for U0 is shown to be within
10%, while that for L can reach 200%, which explains why the lam-
inar flame speeds measured by different researchers agree well
with one another, while there is a very large discrepancy
(!100%) for the Markstein length (see Fig. 1). The performance of
the LM, NM I, and NM II can be compared in four different regimes
shown in Fig. 6. In regime I, the extracted results from NM II are the
most accurate. In regime II, the extracted results from LM, NM I,
and NM II are nearly the same. In regimes III and IV, the extracted
results from NM I are the most accurate. Both U0 and L are slightly
under-predicted by NM I in regime III and over-predicted by NM I
in regime IV. Therefore, in order to get accurate U0 and L, non-lin-
ear models should be used in the extraction, especially for mix-
tures with Lewis number appreciably different from unity. Figure
6 shows that NM II should be used for mixtures with small Lewis
number (negative Markstein length, regimes I and II) while NM I
should be used for mixtures with large Lewis number (positive
Markstein length, regimes III and IV).

To quantitatively show the relative difference among the ex-
tracted values from different models, the results from the LM (de-
noted by subscript ‘LM’) and NM II (denoted by subscript ‘NM II’)

are compared with those from NM I (denoted by subscript ‘NM
I’). Figure 7 shows that the relative difference increases with
|Le " Le#|. Moreover, the relative difference in the Markstein length
is shown to be one-order larger that of in the laminar flame speed.

It is noted that the flame radius range used for the extractions
shown in Figs. 5–7 is 20 6 R 6 100. This range is chosen to ensure
consistency in the relative difference between the stretched flame
speed and unstretched laminar flame speed predicted by theory
(Fig. 2), simulations (Figs. 8 and 9), and experiments (Fig. 12).
The LM, NM I, and NM II, will certainly give a better accuracy for
larger flame radius range than for the smaller range. However,
the conclusion on the performance of different models does not
change with the flame radius range. This is confirmed by results
from extractions based on a larger flame radius range of
50 6 R 6 200.

Summarizing, the above theoretical analysis basically answers
the three questions introduced at the end of Section 1. It is found
that the LM, NM I, and NM II can be derived from the DM and
are all accurate to the first-order in terms of the inverse of flame
radius. The accuracy of the LM, NM I, and NM II is shown to
strongly depend on the Lewis number. Therefore, in order to get
accurate laminar flame speed and Markstein length from the
spherical flame method, different non-linear models should be
used for different mixtures.

3. Numerical validation

The theoretical analysis is constrained by the assumptions of
constant density (no thermal expansion), constant thermal and
transport properties, one-step chemistry, and quasi-steady propa-
gation. Therefore, the comparison based on theoretical results only
provides qualitative rather than quantitative information on the

U
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Fig. 5. Effects of different models on the extracted flame speed and Markstein
length (the data utilized for extraction are exact results from the DM at R = 20,
25, . . . , 100).
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Fig. 6. Extracted (a) flame speeds and (b) Markstein lengths from different models
(the data utilized for extraction are exact results from the DM at R = 20,
25, . . . , 100).

Z. Chen / Combustion and Flame 158 (2011) 291–300 295
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Evaluation of Models (1/2)

How are extrapolation results affected by data set
characteristics?

• Range of flame radii, radius upper and lower bounds, number of
points in data set, noise in data, etc.

Huo et al. 2018
• Error =

7.5x2 − 0.35x+ 0.007
x = LB,LC/Rf,new

Rf,new = Rf,LRf,U

√
s2 + 1

−sRf,L +Rf,U

s = −1.72

• Error less than 2%
when
LB/Rf,new < 0.06

• At least 30 points
recommended for
extrapolation
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Evaluation of Models (2/2)

Jayachandra et al. 2015
• Relative error decreased when
increasing flame radius range:
10 ≤ Rf ≤ 20 mm to
10 ≤ Rf ≤ 60 mm

Halter et al. 2010
• Comparison of linear and nonlinear methodologies
• CH4/air, iso-octane/ air (P = 100 kPa,
T = 300 and 400 K)

• For Φ = 0.8, the relative difference between the
two model results is reduced to 1% from 10%
when increasing the initial radius from 8 mm to
20 mm
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Conclusions/Summary of Previous Work

• Extrapolation results are affected by the flame radius range and
data set size

• A systematic study on effect of data set size has not been
performed (experimentally or numerically)

• Nonlinear model is accurate for mixtures with small Lewis
number

• Linear curvature model is accurate for mixtures with large Lewis
number

• Models can lead to large errors away from stoichiometric
conditions
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Objective of Present Study

Objective
• Systematically evaluate nonlinear model by varying data range
and size, and noise levels

• Evaluate relative differences between linear and nonlinear models
Approach

• Generate synthetic data through integration of nonlinear
expression

• Experimental data generation is expensive and time consuming
• Numerical simulations can be computational expensive

• Introduce noise to simulate experimental environment
• Assess recovery of flame parameters by quantifying uncertainty
and standard deviation
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Methodology

Extrapolation models (recall)

• Linear stretch:
Sb = S0

b − LBκ

• Nonlinear quasi-steady:

ln (Sb) = ln
(
S0

b

)
− 2S0

b

LB

RfSb

Definitions
• Rf : flame radius; κ = 2Sb/Rf : stretch rate; Sb : dRf/dt
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Parametric Study

Synthetic Experimental

Range Rf = [Rf,L, Rf,U ]
1% noise; Rf,L = 10 mm
Rf,U = {25, 38, 58, 70} mm

Rf,N : combustion vessel
windows and flame
instabilities; Rf,L : initial
energy deposition

Size |Rf | = {10, 20, 50, 100}
Rf,L = 10 mm; Rf,U = 58
mm; 1% noise

Camera framing rate;
mixture composition; initial
energy deposition

Noise Gaussian: 1, 3, 5, 10%
Rf,L = 10 mm; Rf,U = 58
mm; |Rf | = 100

Camera resolution; flame
sphericity; flame detection
algorithm; flame instabilities

19/34



Data Generation

• Numerically integrate (ode15i) equation below to obtain
Rf (t) for values of S0

b and LB

1
S0

b

dRf

dt ln
(

1
S0

b

dRf

dt

)
= −2LB

Rf

• Add different levels of Gaussian noise to synthetic Rf (t)
• Rf will have size |Rf |, lower bound Rf,L, and upper bound Rf,U

0 5 10 15 20 25

t (ms)

0

10

20

30

40

50

60

R
f

(m
m

) S0
b = 2.5 m/s

LB = -5 mm

LB = -2 mm

LB = 0 mm

LB = 1 mm

Calculation

5 10 15 20 25

t (ms)

20

25

30

35

40

45

R
f

(m
m

)

Φ = 0.76

Φ = 0.86

Calculation

|Rf | = 100, [Rf,L, Rf,U ] = [10, 58] mm, 1% noise Experimental flame radius: n-hexane/air
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Steps to Solve for S0
b and LB (1/2)

1. Use synthetic Rf (t) in analytic solution of linear model to find
S0

b and LB

Sb = S0
b − LBκ→

dRf

dt = S0
b − 2LB

Rf

dRf

dt

S0
b (t− tU) = Rf −Rf,U + 2LB ln

(
Rf

Rf,U

)
+ C

2. Solutions of linear model, S0
b,guess and LB,guess, used as initial

guesses in nonlinear model

1
S0

b,guess

dRf

dt ln
(

1
S0

b,guess

dRf

dt

)
= −2LB,guess

Rf

3. Integration of nonlinear differential equation yields new values of
Rf (t) : Rtrial

f
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Steps to Solve for S0
b and LB (2/2)

4. Objective function calculated

z =
N∑

i=0

[
Rf −Rtrial

f

]2
where i corresponds to the ith data point and N is the size of Rf

5. LB and S0
b are iteratively refined by minimizing the objective

function using the Levenberg-Maarquardt minimization algorithm
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Evaluation of S0
b and LB

Uncertainty

• Jacobian

J2
ik = ∂2ri

∂a2
k

where ri = Rf,i −Rtrial
f,i and ak = {LB, S

0
b }

∆ak =
[
3

N∑
i

∆R2
f,i/

∑
i

J2
ik

]1/2

• ∆Rf,i : uncertainty in the ith point; ∆ak = {∆LB,∆S0
b }
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Objective Function

Performance of Levenberg-Maarquardt minimization
algorithm

• Synthetic data generated for S0
b = 2.5 m/s and LB = −1 mm

(no added noise) using nonlinear model
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• Elongated contours characteristic of linear and nonlinear
expressions
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Evaluation of LB

How much is LB affected by noise?
• Global minimum at the correct solution; shallower minimum as
noise increases

• Shifted to more negative Markstein lengths as noise increases
(not the case for 3%)

• Minimum error behavior is consistent across different types of
noise (e.g. uniform noise and noise that decreases with
increasing flame radius)
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‖ 2
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m
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no noise

1% noise
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Effect of Size on S0
b : S0

b ∈ [0.3, 35] m/s;
LB = {−5.0,−1.0, 1.0, 1.7} mm

Rf,L = 10 mm, Rf,U = 58 mm, |Rf | = {10, 20, 50, 100}; 1%
Gaussian noise

0 5 10 15 20 25 30 35
S0
b (m/s)

0

10

20

30

40

S
0 b,

ca
lc

(m
/s

)

|Rf | = 10 (LB = −5.0 mm)

Uncertainty
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• 10 points: incorrect S0
b calculation in the

range S0
b ∈ [18, 35] m/s

• 100 points: correct S0
b calculation (within

the uncertainty) over entire S0
b range

• ∼50 points: correct S0
b calculation for

Lb = {−5.0,−1.0, 1.0, 1.7} mm
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Effect of Size on LB: S0
b = {0.3, 17.6, 35.0} m/s;

LB ∈ [−5.0, 1.7] mm

Rf,L = 10 mm, Rf,U = 58 mm, |Rf | = {10, 20, 50, 100}; 1%
Gaussian noise
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• ∼50 points: correct LB calculation for
S0

b = {0.3, 17.6, 35.0} m/s
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Effect of Range on S0
b : S0

b ∈ [0.3, 35] m/s;
LB = {−5.0,−1.0, 1.0, 1.7} mm

Rf,L = 10 mm, Rf,U = {25, 38, 58, 70} mm, |Rf | = 100; 1%
Gaussian noise
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Effect of Range on LB: S0
b = {0.3, 17.6, 35.0} m/s;

LB ∈ [−5.0, 1.7] mm

Rf,L = 10 mm, Rf,U = {25, 38, 58, 70} mm, |Rf | = 100; 1%
Gaussian noise
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Effect of Noise

Rf,L = 10 mm, Rf,U = 58 mm, |Rf | = 100; 1, 3, 5, 10% Gaussian
noise
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Conclusions

• The objective function exhibits a shallow minimum that depends
only weakly on the Markstein length

• When noise is added to the synthetic data, the local minimum in
the objective function becomes shallower

• To determine the flame speed and Markstein length with
accuracy and minimize the uncertainty, the present results
indicate that the experiments should result in data with a large
number of points (> 50), a large flame radius range (> 58 mm),
and low noise
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